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INTRODUCTION

At 4 p.m. on a Tuesday in Santa Cruz, the officer’s squad car radio reports a robbery. The officer puts his car in gear and radios back his pursuit of the robber. After making a few turns, he catches up to the suspect running from the scene just moments after receiving the initial report. The officer’s success is not due to luck, but to the Santa Cruz Police Department’s (SCPD) predictive policing system. Santa Cruz receives a significant amount of tourism, and with that tourism comes a substantial amount of street crime. Fast response times are crucial for tracking down suspects. Looking to improve response times, the SCPD contracted with PredPol, a private company, to purchase predictive policing technology.

PredPol’s technology, like competing predictive policing tools, uses computing and analytics to make predictions about where and when crimes are most likely to occur. The PredPol system estimates the likelihood of four crimes (auto theft, vehicle burglary, burglary, and gang-related activity) each day for fifteen zones. Each zone covers a precise area of only 500 by 500 feet. The SCPD uses those predictions to determine where to station its officers.

Police departments using predictive technologies hope they will improve their departments’ effectiveness. PredPol allows the SCPD to pursue that goal without any additional hires, which its budget does not allow. The system is not the only new measure Santa Cruz is implementing to try to improve policing. The SCPD has also instructed officers to engage more with the community and forge more relationships with locals as they patrol, but PredPol remains a substantial part of the city’s plans for improving police tactics.

PredPol is just one of many predictive policing algorithms available for purchase, and Santa Cruz is just one of many police departments to have adopted the technology. Predictive policing devices and technologies are growing in popularity among law enforcement departments, with thirty-eight percent of police depart-

---

ments currently using predictive policing and seventy percent expecting to implement it in the next two to five years. But as their popularity is increasing, so too are concerns about the potential downsides of the technology. Law enforcement and the public are not entirely aware of every hazard that will accompany predictive policing technologies. Due to the highly technical nature of predictive policing, public transparency should be a priority. While real-time predictions of crime locations must be withheld for the technology to provide any real benefit, police should at the very least reveal algorithm inputs, algorithms, and obsolete predictions whenever possible if employing predictive policing.

In Section I, I describe what predictive policing is, its benefits, and its drawbacks. I also explain how law enforcement typically purchases the technology from private developers and why private development raises concerns about information asymmetry.

In Section II, I describe the most common arguments for and against predictive policing. In Section III, I add my own arguments. First, arguing the importance of transparency specific to predictive policing, I contend transparency provides a critical democratic check for predictive policing. Second, I argue that transparency can increase law enforcement effectiveness in jurisdictions with predictive policing through increased legitimacy and deterrence. Finally, I propose that transparency allows the public to demand change in cases where flawed algorithms arbitrarily distribute the costs of enforcing the law.

In Section IV, I describe the current apparatus through which the public can request transparency from the government. Open records laws, at the federal and state level, require the government to provide answers upon request from citizens, but they also contain a number of exceptions. Here, the business information and law enforcement exceptions both provide potential avenues for denying public information requests.

I.

PREDICTIVE POLICING

Predictive policing is the application of analytical techniques to identify where crime is likely to occur and who is likely to commit crime.\(^3\) It refers to both traditional methods of distributing law enforcement resources where departments believe they will most be needed and modern predictive algorithms and codes, the latter of which are the focus of this article.\(^4\) This section defines the modern high-tech approach to policing, weighs its benefits against its risks, and describes how law enforcement usually obtains predictive policing technology.

A. Summary of Predictive Policing Technology

Predictive analytics rely on “sophisticated computer programs, extensive data sets, and professional data analysts.”\(^5\) Advanced technology helps to “uncover non-obvious relationships” and make predictions that were previously impossible.\(^6\) One of predictive policing’s most distinctive characteristics is its ability to predict future behavior from past data, moving beyond the dataset of past crimes.\(^7\) Consider a town with one hundred convenience stores. Old predictive methods could use previous robberies at three convenience stores to predict future robberies at those stores or stores near them. A new predictive policing algorithm might combine past crimes with other data to inform officers of a greater chance of a robbery occurring at a fourth convenience store across town. The technology provides a more granular prediction, and algorithms al-

\(^3\) *See id.* at 1 (defining predictive policing). In 2009, the National Institute of Justice defined it as “taking data from disparate sources, analyzing them, and then using the results to anticipate, prevent and respond more effectively to future crime.” Beth Pearsall, *Predictive Policing: The Future of Law Enforcement?*, 266 NIJ J. 16, 16 (2014).


ready exist that can predict crimes based on likely location, offender, victim, and time.\textsuperscript{8}

The predictive power of these algorithms hinges on both the analyst’s role in designing the model and the data input. Analysts often take an “active role in defining the parameters of the actual data-mining analysis and the creation of clusters, links, and decision trees which are later applied.”\textsuperscript{9} This allows analysts to influence which variables algorithms take into account\textsuperscript{10} and engrain their positive and normative decisions into future predictions. However, algorithm design is only half the story. Without representative data, even a perfectly-designed algorithm is unable to make predictions that accurately reflect the situation on the ground.\textsuperscript{11} Expecting the algorithm to perform properly under these conditions would be like expecting Google Maps to find your destination after you typed in the wrong address.

When well-designed and backed by good data, predictive policing algorithms have been a boon to a number of law enforcement goals: overcoming budget restrictions, increasing surveillance, and preventing crimes before they occur. First and foremost, algorithms allow departments to get more out of a smaller force, cutting crime without significantly expanding budgets.\textsuperscript{12} For example, the “Blue Crush” program predicts precise times and locations of crimes so that departments will allocate their officers accordingly.\textsuperscript{13} In addition, law enforcement has deployed algorithms in the hopes of deterring criminal behaviors and warning community members of high-risk locations and times.\textsuperscript{14}

Predictive policing is oriented towards surveillance rather than targeting individuals with particularized suspicion or making arrests.\textsuperscript{15} Thus, the algorithms implicate few, if any, Fourth Amendment concerns. The algorithms are employed without targeting or

\textsuperscript{8} Perry, et al., supra note 4, at 8; id. at 14.
\textsuperscript{9} Zarsky, supra note 5, at 1518.
\textsuperscript{10} Batya Friedman & Helen Nissenbaum, Bias in Computer Systems, in Human Values And The Design Of Computer Technology 21, 21–39 (Batya Friedman ed., 1997) (describing the influence of design decision in algorithms generally).
\textsuperscript{11} Perry, et al., supra note 4, at 13 (exploring the importance of good data for predictive accuracy).
\textsuperscript{13} Spencer, supra note 7, at 505.
\textsuperscript{14} Perry et al., supra note 4, at 2.
\textsuperscript{15} Spencer, supra note 7, at 494.
particularized suspicion. Right now, the most common uses of the technology are predicting stranger offenses and organized crime, although predictive policing has also been employed in other tasks, like predicting terrorist activity, city inspection services, and ranking tax returns for audits on the likelihood of tax evasion. The technology predicts locations where crime is most likely to occur without reference to any individual or organization. In turn, this means the predictive technology alone does not form the basis for reasonable suspicion or probable cause. No search or seizure has occurred at the time of the prediction nor is made on account of that prediction. Because the Fourth Amendment is only implicated upon an unreasonable search or seizure, predictive policing technologies circumvent the Fourth Amendment.

High-tech predictive policing has already begun to take root in local law enforcement. Departments are determining patrol routes and distributing officers throughout their jurisdictions on the basis of these predictions. Although the most common types of predictions are location and time-based, Chicago has also used

16. Ferguson, supra note 6, at 287 (noting that there are “no reported cases on predictive policing in the Fourth Amendment context”). The Fourth Amendment comes into play after police officers have made an arrest or search and resolves around the rationale for that arrest. While predictive policing algorithms may facilitate eventual arrests, they are not yet used to provide the basis for arrests. Therefore, the use of such algorithms are not an aspect of the Fourth Amendment reasonable suspicion or probable cause inquiries.


20. See supra nn. 17–18.
predictive policing to assign individuals a “score” representing their likelihood of becoming involved with a violent crime. \cite{gorner:2013} In a city of 2.7 million, Chicago police have identified the 1,400 people most at risk and joined forces with social workers for “interventions” in the hope of helping them avoid crime. \cite{davey:2016} There is little evidence to-date of widespread adoption of Chicago’s use for predictive technologies. \cite{pearsall:2014}

### B. Benefits of Predictive Policing

By improving the accuracy of estimates of where and when crimes will occur, predictive policing can make departments more effective and efficient. \cite{henderson-wolfers-zitzewitz:2010} The algorithms are also cheaper than increasing police force sizes, and they cut back on the amount of unnecessary harassment people face in the street, as I explain further below. \cite{bambauer:2015} At least in theory, predictive policing is an alternative to “flawed investigative tools” that leads to safer streets at a lower economic cost and a lower social cost. \cite{joh:2016}

Beyond the attempt to reduce unnecessary surveillance actions, predictive policing seeks to reduce the social costs of policing in three other ways. Policing in America has always been a contentious issue that cannot be entirely understood without reference to

\begin{itemize}
  \item \cite{davey:2016} Monica Davey, *Chicago Police Try to Predict Who May Shoot or Be Shot*, N.Y. Times (May 23, 2016), https://www.nytimes.com/2016/05/24/us/armed-with-data-chicago-police-try-to-predict-who-may-shoot-or-be-shot.html?_r=1 [https://perma.cc/KP5E-T4FC]. I discuss the concern these “interventions” may be pretext later in this Note.
  \item \cite{pearsall:2014} Beth Pearsall, * supra* note 3, at 17 (2014) (specifying predictive policing’s use in “analytic tools and techniques like hot spots, data mining, crime mapping, geospatial prediction and social network analysis . . . ”).
  \item \cite{henderson-wolfers-zitzewitz:2010} M. Todd Henderson, Justin Wolfers, & Eric Zitzewitz, *Predicting Crime*, 52 Ariz. L. Rev. 13, 34–38 (2010). The ability of predictive policing to actually reduce crime is itself still uncertain. One recent study found that a predictive policing program was not able to significantly reduce property crime. Priscilla Hunt, Jessica Saunders, & John S. Hollywood, Evaluation of the Shreveport Predictive Policing Experiment 49 (2014). It did, however, reduce costs by 6–10%, and the negative results were specific to one program, not predictive technologies generally. Id. at 47, 49–50.
\end{itemize}
its racialized history.27 In the last several years, this issue has come to a head with the widely publicized deaths of Black men and the rise of the Black Lives Matter movement.28 Predictive policing provides a basis for the distribution of policing resources that curtails police discretion, which has been identified as one of the root causes of biased policing.29 In general, policing also sweeps in more individuals than it should with unnecessary intrusions and physical invasions. Any time an officer stops, questions, or searches an individual or their possessions there is a cost in time, humiliation, autonomy, and dignity to that individual.30 Stops, questionings, and searches that prove unfruitful also impose that same harassment cost but without any law enforcement benefit to show for it.31 Predictive policing theoretically minimizes those costs by avoiding unnecessary encounters. The production of data also facilitates audits and third-party reviews of police departments,32 lending legitimacy to law enforcement and providing a means to improve existing policies.

No one is arguing that predictive policing is the solution to all challenges in American law enforcement, but supporters contend that predictive algorithms, along with other tools, can make policing more effective, efficient, legitimate, and fair.


28. I acknowledge this has been a publicized issue for decades and also recognize the success of the efforts of Alicia Garza and her co-activists in reinvigorating public discussion on the issue. About, Black Lives Matter (Mar. 11, 2017), http://blacklivesmatter.com/about [https://perma.cc/TX63-QUC3] (summarizing the national movement’s rise after several widely publicized deaths).

29. Phillip A. Goff et. al., Urban Inst., The Science of Policing Equity: Measuring Fairness in the Austin Police Department 14 (2016) (using quantitative analysis to conclude discretion increased racially biased outcomes). Of course, explicit racism also plays a large role in racist outcomes.

30. See Bambauer, supra note 25.

31. I recognize some in law enforcement communities would argue that even an unsuccessful law enforcement encounter helps to maintain a feeling of safety and deter crimes. Even if one supports this method of law enforcement, I think all would still acknowledge there is less benefit to an officer action that interferes with innocent activity.

32. Joh, supra note 26, at 29.
C. Hazards of Predictive Policing

Government surveillance has unsettled Americans since the founding of our country, and the modern rise of big data-fueled predictions in the commercial context has further unnerved American consumers. Using big data techniques from the private sector to refine government surveillance risks popular discontent. Any level of surveillance is to some degree inherently intrusive. Surveillance requires increased attention on individuals, prying into our private matters, and, in many cases, stops and/or searches. Popular understanding of predictive policing framed by science fiction, along with legitimate concerns about misappropriation of data and predictions, could harm communities’ relationships with and trust in the police.

Another concern with predictive policing is that the algorithms will fail to correct grievances over policing while giving departments and politicians the grounds to declare “mission accomplished.” Because predictive algorithms rely on preexisting data, biased data can generate biased predictions. For example, if drug arrests in a

33. I start by comparing the costs and benefits of predictive policing to provide a framework for considering transparency needs, but in so doing, do not mean to suggest the question of whether to use predictive policing can be resolved through a simple cost-benefit analysis. Assuming cost-benefit analysis could resolve this issue ignores the fact that many of the hazards of predictive policing I discuss in this section, particularly discriminatory ones, should be treated as hard stops to any new policing techniques.

34. See U.S. Const. amend. IV.


37. See, e.g., MINORITY REPORT (DreamWorks 2002).


39. PERRY ET AL., supra note 4, at 81–83.

40. Cf. Adam M. Samaha, Regulation for the Sake of Appearance, 125 HARV. L. REV. 1563, 1620–33 (2012) (arguing that the appearance of success with broken windows policing allows police to continue with the practice even if the broken windows strategy does not work in actuality).

community have previously skewed towards a particular racial group, then a prediction of future drug crimes based on that data will also skew towards that community. The complexity of algorithms also makes these biases harder to identify and remove because fixing the problem requires some understanding of the algorithm or computer code itself. An algorithm may further conceal the issue by not directly relying on race but instead incorporating race as a factor through correlated variables. The appearance of a “neutral mechanism” knocks the wind out of the sails of social justice movements working to redress these wrongs. Police departments can respond to such movements by claiming they have already instituted the desired change, even while that change proves hollow in reality.

Even assuming algorithms are accurate and unbiased, some fear that police will not rely on the algorithms. Beyond wasting the resources invested in these algorithms, activists fear predictive policing will mask policing issues and become an impotent alternative to meaningful proposals.

D. How Law Enforcement Obtains the Technology

Given the technology’s sophistication, law enforcement typically purchases predictive policing algorithms from outside contracts.


44. Henderson, Wolfers, & Zitzewitz, supra note 24, at 23 (expressing concern that predictions may “be lost in the noise of the station house”).

45. Kami C. Simmons, Police Technology Shouldn’t Replace Community Resources, N.Y. TIMES, ROOM FOR DEBATE (Nov. 18, 2015, 3:22 AM), http://www.nytimes.com/roomfordebate/2015/11/18/can-predictive-policing-be-ethical-and-effective/police-technology-shouldnt-replace-community-resources [https://perma.cc/7VWW-XAB3] (arguing predictive algorithms fail to account for soft factors that are not in the algorithm and are a poor replacement for community policing); Joh, supra note 26, at 32 (arguing predictive algorithms eliminate good discretion that officers may gain from personal and community relationships).
tors rather than developing the algorithms themselves. A number of companies have already profited from selling predictive algorithms to the government with varying purposes and levels of sophistication. Some of these companies provide substantial support so that departments better understand the capabilities and limitations of the technology, as well as best practices for incorporating the predictions into existing department schemes. Other companies focus more exclusively on development and sales, leaving the practical implementation of the algorithms to law enforcement departments. Either way, it is clear that the private sector has been at the forefront of developing this technology.

But the involvement of private actors complicates the hazards of predictive policing. Separating development from implementation is sheltering the algorithm from public review, which amplifies concerns about noisy data, improper biases, and flawed algorithms. The intellectual property rights of private companies add a layer of secrecy to predictive policing. Private developers who do not wish to relinquish information to the public can hide behind proprietary rights, which raises accountability concerns. Whose job is it to ensure models are working correctly? Who do we hold liable when things go wrong? Do we blame the developer or the user? When fingers point in both directions, it creates an accountability gap. The combination of high-tech surveillance and private development necessitates comprehensive transparency.


48. PERRY ET AL., supra note 4, at 126–27 (arguing developers should provide more decision support for resource allocation and continuing assistance to departments that purchase their technology).

49. See supra Part I.b.

50. PERRY ET AL., supra note 4, at 89 (outlining the problem of “noisy and conflicting data”).
II.
TRANSPARENCY: THE CURRENT ARGUMENTS

A. Routes to Information

Oversight requires some degree of transparency and, in the case of predictive policing, that transparency should be oriented towards the general public. The question of to whom should predictive practices be transparent antecedes the question of how should that transparency be achieved. If private developers and local law enforcement currently hold the keys to that vault of information, the question becomes whether transparency is better achieved by handing those keys to another or by simply leaving the vault open for any curious passerby. Several institutions could be tasked with the responsibility of overseeing predictive policing: law enforcement, courts, legislatures, or civilian review boards. However, flaws with each of these institutions leaves public oversight as the best option.

Law enforcement has institutions designed for oversight and review. However, self-regulation within law enforcement comes with years of baggage, including the code of silence, conflicts of interest, and a perceived lack of objectivity. Data-collection-based technologies have exacerbated these challenges with added complexity often poorly understood by local law enforcement users.


52. Steven D. Seybold, Somebody’s Watching Me: Civilian Oversight of Data-Collection Technologies, 93 TEX. L. REV. 1029 (2015), 1041–42 (summarizing the weaknesses of self-regulation); Dina Mishra, Undermining Excessive Privacy for Police: Citizen Tape Recording to Check Police Officer’s Power, 117 YALE L.J. 1549, 1552 (2008) (“Policy corruption can undermine internal monitoring and sanctions even where they do apply.”). Police departments face a challenge in self-regulation. Culture and the desire to stand together makes it difficult for whistleblowers to report colleagues and superiors. This challenge has led many to advocate for civilian review boards and similar external checks on departments.

Courts, the traditional oversight mechanism for much of law enforcement’s activities,\textsuperscript{54} are an especially weak check on predictive policing because they are limited by constitutional law in how they may restrain law enforcement. The Fourth Amendment’s protections apply only after there is an invasion of a reasonable expectation of privacy.\textsuperscript{55} Because predictive policing is used for surveillance, which does not require reasonable suspicion, police can observe citizens without any court interference.\textsuperscript{56} Courts may never consider predictive policing policies if no relevant case is ever brought.

Legislatures, on the other hand, face political pressure. As Professor Donald Dripps explains, legislatures face political pressures to adopt the strongest law enforcement policy rather than the fairer or most reasonable policy.\textsuperscript{57} Driven by elections, legislators fear the perception of public safety cut-backs and are hard-pressed to craft rules that limit law enforcement resources.

In addition to procedural and political challenges, both courts and legislatures face another problem in making any information they learn public. DOJ and internal police reviews have worked to conceal technologies from the public, using devices such as non-law enforcement’s incomplete understanding of how predictive policing technology works).


\textsuperscript{56} Seybold, supra note 52, at 1044–45 (describing the weakness of judicial oversight). Judicial oversight is especially weak when it comes to the surveillance of individuals in public places, even when that surveillance relies upon technology; \textit{United States v. Steinhorn}, 739 F. Supp. 268, 272 (D. Md. 1990) (citing \textit{United States v. Batchelder}, 442 U.S. 114, 124 (1979)) (holding law enforcement does not need reasonable suspicion to observe and investigate persons’ public conduct).

disclosure agreements to avoid challenges to their practices.\textsuperscript{58} Courts often review technologies \textit{in camera}, and, in general, American courts are opaque with little public scrutiny.\textsuperscript{59} Thus, these institutions prove fairly weak at distributing information to the public.\textsuperscript{60} Opening up information to the public avoids these transparency hurdles, helps to ensure meaningful oversight, and furthers several normative goals that I discuss below.

\section*{B. Arguments for Transparency}

Previous advocates for transparency have offered variations on five arguments: (1) democratic legitimacy, (2) the prevention of misconduct, (3) a remedy for injustices, (4) better substantive policies, and (5) community trust.

First, transparency lends democracy legitimacy. Transparency has inherent value: openness in government has been a stalwart companion to democracy, as it creates the well-informed public necessary to sustain democracy.\textsuperscript{61} The Freedom of Information Act (FOIA) and its state counterparts recognize the basic right of American citizens to obtain government information,\textsuperscript{62} and many argue that the necessity of an informed citizenry for popular sovereignty.


\textsuperscript{60} There is an argument for enlisting civilian review boards as the means of obtaining and distributing information with predictive policing, I do not focus on it here because many existing constraints and normative arguments that apply to civilian review boards would also apply to transparency with the general public. In addition, the boards have yet to catch on and become popular in the United States. Udi Ofer, \textit{Getting It Right: Building Effective Civilian Review Boards to Oversee Police}, 46 Seton Hall L. Rev. 1033, 1053 (2016) (only six of the fifty largest police departments currently have civilian review boards with any serious authority). For an argument in favor of civilian review boards, see \textit{id}.


\textsuperscript{62} 5 Ill. Comp. Stat. 140/1 (2006) (“. . . all persons are entitled to full and complete information regarding the affairs of government . . . .”); Sullo & Bobbitt, PLLC v. Abbott, 2012 WI 2796794 (N.D. Tex. 2012) (working under the assumption there is no absolute right to information held by the government).
trumps personal privacy rights. As the Republic rules only with the consent of the governed, the governed must be informed of the Republic’s material activities in order to agree to its rule.

Second, transparency aids accountability, preventing police misconduct. An informed citizenry is able to check against corruption and “protect the public from secret government activity.” Unlike my first argument, this is a monitoring claim rather than a social contracting claim. While evidence of wrongdoing is not a prerequisite to disclosure, transparency helps to prevent and redress police abuses of power. Electoral incentives can lead politicians to make popular but ineffective decisions. Transparency gives the public the ability to check the work of the political branches rather than relying on government officials to self-report. Just as transparency has changed policies in the past, such as restricting the use of the controversial Stingray technology, transparency could revise predictive policing policies, as well.

Third, when misconduct does occur, whether with law enforcement policies or predictive policing, transparency helps provide a remedy to the aggrieved party. Part of the role of adjudicatory bodies is to provide legal and public recognition that a wrong has occurred. That recognition provides some relief to the aggrieved

---

64. Barry Friedman, Secret Policing, 2016 U. Chi. Legal F. 99, 120 (2016) (“... the members of the public — the electorate are their bosses. And the bosses have a right to know what is going on.”).
68. See Dripps, supra note 57, at 1089 (describing the weaknesses of legislative oversight of law enforcement).
70. The concept of moral signaling to build social cohesion has deep roots in criminal jurisprudence. See generally H.L.A. Hart, Social Solidarity and the Enforcement of Morality, 35 U. Chi. L. Rev. 1 (1967); Emile Durkheim, Social Cohesion and Anomie (1895).
and helps demarcate the boundaries of acceptable behavior. Transparency with predictive policing allows the public to ensure law enforcement recognizes any wrongful uses of predictive policing against aggrieved individuals and communities. It also helps inform what is an acceptable use of predictive policing.

Fourth, transparency produces better policies. Much of this argument boils down to the age-old idea that two heads are better than one. Transparency allows a greater number of parties, with a greater variety of interests, to review predictive policing. The public includes organizations devoted to analysis that can give more attention to issues than law enforcement. As previously discussed, mechanization often carries with it hidden subjectivities and errors creating biases in application. The Breathalyzer, for example, was a black box not fully understood by many in law enforcement. Widespread “public acceptance and cultural prestige” delayed in-depth analysis of its flaws for several decades, and now the certainty of criminal sentences has come under doubt. Similarly, widespread acceptance of predictive policing could risk faults lying undetected for years. Transparency ameliorates that problem by allowing scrutiny early in the process, catching flaws before adoption rather than decades after. The crowdsourcing of predictive policing review is especially important because its complexity requires expertise, time, and attention, which non-governmental organizations can provide.

Fifth, transparency builds community trust. This argument can cut two ways. Revelations of furtive predictive policing could outrage citizens in the same way revelations of the furtive use of Sting-
rays did.\textsuperscript{76} What citizens do not know, they cannot get mad about.\textsuperscript{77} On the other hand, transparency may increase community trust in the long run. The refusal to answer requests for public inspection diminishes public trust.\textsuperscript{78} Transparency gives the public answers and ensures law enforcement provides information upfront. When reporters broke stories about Stingrays, public trust took a serious hit, not just because of the use of the technology, but because law enforcement hid the technology from the public.\textsuperscript{79} Assuming an agency’s use of predictive policing will eventually come to light, it is better for public trust for law enforcement, rather than journalists, tabloids, and blogs, to break the story.

III. ADDITIONAL ARGUMENTS FOR TRANSPARENCY SPECIFIC TO PREDICTIVE POLICING

I add three arguments to make the case for transparency with predictive policing: transparency (1) provides a democratic check where democratic oversight is particularly weak, (2) aids the effectiveness of predictive policing through deterring crime, and (3) cuts down on an unfair distribution of costs.

A. Transparency as an Additional Deterrent

Transparency with predictive policing deters criminal activity by increasing trust in the system of law enforcement and notifying the public of improved law enforcement techniques.

1. Improved Effectiveness through Broader Trust in Law Enforcement

Forty-eight percent of the public lacks confidence in police.\textsuperscript{80} Many feel themselves on the wrong side of a gulf separating insiders and outsiders of the system. Those on the outside feel they are unfairly targeted through discriminatory law enforcement practices and have no say in their design.\textsuperscript{81} Much of the discontent with po-


\textsuperscript{77} Of course, that Orwellian argument sacrifices democratic legitimacy.


\textsuperscript{79} See Reel, supra note 76.


\textsuperscript{81} See BLACK LIVES MATTER, supra note 28.
licensing today does not come from substantive law but from procedural injustices. An individual who believes he is stopped by an officer because he is speeding has a much more positive view of law enforcement, as well as greater trust in officers, than an individual who believes he is stopped by an officer on account of his race or religion.

Those who believe in the fairness of procedures are more likely to obey police commands and laws even when authorities are not present. Tom R. Tyler, a professor of psychology and law at Yale University, has led much of this research, finding a correlation between those who believe the legal system is fair and those who obey the law. Tyler’s research suggests that most people comply with the law not for fear of getting caught, but out of a belief that the law and legal system are legitimate. Personal experiences with the law and media stories shape that sense of legitimacy, so positive experiences and stories help to build a self-regulating society. Fewer laws are broken when people appreciate the system behind those laws.

This is where the argument regarding predictive policing’s ability to build community trust in law enforcement comes into play. Transparency builds trust by giving the public answers and avoiding media scandals. Transparency also allows the public to play an active role in shaping policy, promoting buy-in from communities affected by those policies. Combatting disparate attention from law enforcement, predictive policing provides a reasoned, numerical method for distributing law enforcement resources. While concerns about racial bias continue with predictive policing, the argument remains that transparency and fair procedures are key to building trust in law enforcement.
algorithms because algorithms incorporate preexisting data that may be biased, ex ante transparency can help to resolve those concerns. Outside actors can review algorithms to identify problems like racial bias and propose effective solutions. At the very least, a willing commitment to transparency and active effort to improve policy should encourage greater trust in and legitimization of law enforcement. This trust and legitimacy will in turn further the ultimate law enforcement goal of increasing compliance with the law.

2. Improved Effectiveness through a Deterrence Effect

Throughout this article, I have assumed that predictive policing works at least to some degree. Assume for a moment that it does not work—that police officers could get just as much out of rolling dice. Even then, transparent predictive policing still provides a social benefit—deterrence.

In 2013, the Memphis Police Department found itself relying on luck when its predictive policing proved to be ineffective. Memphis had relied upon results from the Blue Crush system for over three years to allocate resources throughout the city and determine when officers should assume their posts. Three years after implementing the system, crime had decreased thirty percent in the metropolitan area, and the department had repeatedly publically attributed the improvement to Blue Crush.

A system audit, however, soon revealed that “reams of data” had not been input into the system. Without that data, the system could not accurately predict where crimes were going to occur. The police may as well have been rolling dice, but the department’s effectiveness had substantially improved. How could this have happened? The answer could rest in the web of social factors that influence crime rates and continues to elude most scholars on the topic. The better answer is that appearance shapes reality.

---

93. Gordon, supra note 91.
For example, the appearance of a weak fiscal state at a bank creates a bank run, which in turn brings that weak fiscal state to fruition.96 Whether or not the bank was in actuality weak to begin with is of little importance. What matters for the end result is the appearance of instability, and even a false or illogical belief can impose such results.97 Applied to predictive policing, the appearance of a predictive algorithm in Memphis may have helped reduce crime. The Memphis community was aware of the algorithm, believed in its ability to predict where crime was likely to occur, and became convinced police would foil criminal plots. Community members chose not to attempt crime in the first place, and the crime rate fell.98 While many obey the law out of the perceived legitimacy of the law alone, for those weighing the likelihood of getting caught, better policing tools matter.99

The influence of public perceptions can augment the decrease in crime resulting from predictive policing. Of course, a properly applied algorithm would have benefitted Memphis more than one with missing inputs. I am not arguing that the effectiveness of the algorithm is irrelevant, but instead that transparency—sharing with the public the fact that a predictive policing algorithm is in use—has substantial benefits for law enforcement. The LAPD has instituted audits of its own Blue Crush system.100 Transparency with the LAPD system and the audit furthers the deterrence mission of the department.101 Moreover, transparency decreases crime without putting citizens or police officers in harm’s way. This argument does not address what aspect of the predictive algorithm should be released, and the argument that certain information could be used by criminals to avoid law enforcement persists. Regardless, transparency provides an opportunity to avoid the tremendous social

96. Id. at 1592–96 (providing the example of a bank run).
98. See supra note 96.
99. Tyler, supra note 83, at 329.
101. An audit is one means of publicizing the fact that predictive policing is in place. This makes the community more aware of the policing tool, which can deter crime. See supra nn. 95–99.
costs of intervening in suspected criminal affairs, because officers can rely upon the deterrent effect of predictive policing.

B. Transparency as an Accountability Gap-Filler

Predictive policing escalates challenges with accountability because it lacks a good democratic check. Without public transparency, errors are likely to go on undetected. Just like the fear of undetected flaws was at play with the Breathalyzer, flaws in predictive policing have also raised concerns, especially the incorporation of old biases or flawed data. Normally, law enforcement, legislatures, and courts would provide the democratic check ensuring the technology works as promised. As discussed above, these institutions prove especially ineffective in the context of predictive policing, as the technology is designed by an entity different from the one implementing it.

Law enforcement lacks the resources to understand predictive algorithms and hold private developers accountable. Private companies develop predictive algorithms because they have the resources to develop the technology. This means law enforcement never develops the same understanding of the algorithms as the private companies. This disparity in knowledge leaves law enforcement at the whims of analysts who have considerable discretion in algorithm design. A single actor within law enforcement could in theory become an expert on a predictive algorithm, but, given the market fragmentation for predictive policing, expertise on every algorithm in use by law enforcement is likely unobtainable and unaffordable. Law enforcement would either have to expend considerable resources hiring experts or grant one private developer a monopoly over the market. Of the many predictive technology options available, picking just one, or a few, is unlikely to satisfy the needs of departments across widely ranging communities. Either option impairs the expected benefits of predictive policing.

Courts could theoretically provide a platform for expert testimony and transparency, but courts will rarely encounter this de-

---

102. Roth, supra note 74, at 1260–72.
103. Brayne, supra note 41.
104. See supra Part II.a for a discussion of why other institutions would prove ineffective.
105. PredPol, supra note 46; Rudin, supra note 46.
106. Zarsky, supra note 5, at 1518.
bate. Unlike the Breathalyzer, which provides probable cause for arrests, predictive policing algorithms are just a means of distributing surveillance resources throughout a community. They do not provide probable cause or even reasonable suspicion.\(^\text{108}\) There is no invasion of reasonable expectations of privacy to provide grounds for a suit in court. The delayed realization of concerns with the Breathalyzer provided an imperfect solution. Tiptoeing around the jurisdiction of the court, the situation with predictive policing delayed further.

The resulting lack of democratic oversight is more than just a problem of erroneous results.\(^\text{109}\) We give a unique power to law enforcement to exert considerable force against us and engage in activities that would often be unlawful if carried out by a private citizen.\(^\text{110}\) In the context of predictive policing, the government is delegating that power to algorithm developers. The information disparity between law enforcement and developers results in an unchecked delegation of democratically granted authority to a private party.

Public transparency resolves this issue by providing a check on developers. Transparency allows private parties who have greater expertise and resources to better inform the public by analyzing algorithms, their implementation, and their effects on communities.\(^\text{111}\) Building on previous notions of the “private attorney general,”\(^\text{112}\) these private parties can fill the information gap—educating both the public and public officials.

\(^{108}\) Seybold, supra note 52, at 1044–45. But see Ferguson, supra note 6 at 262 (2012) (suggesting predictive policing has Fourth Amendment ramifications). Courts will see FOIA suits, but the debate in those suits is over whether the suing party may gain access to predictive policing information. Before that information has been released to the public, there is no one with expertise in the area to evaluate the technology. The judge may review the information in camera, but a judge’s in camera evaluation of predictive policing practically cannot be as thorough or scientific as external review by a testifying expert.

\(^{109}\) Barry Friedman, Unwarranted: Policing without Permission 5–6 (2017).

\(^{110}\) Id.

\(^{111}\) Boris, supra note 72, at 41–46.

\(^{112}\) See generally Myriam E. Gilles, Reinventing Structural Reform Litigation: Depu
C. Transparency as Guarantee of Fairness

Predictive policing algorithms determine the fairness of the distribution of the burden of policing; they help determine who and where to target for additional surveillance.113 In effect, they determine the quantity of law enforcement surveillance that individuals, businesses, and organizations will undergo within their community. Unguarded by the Fourth Amendment, the sweetheart of courts and scholars alike, surveillance has not received as much academic attention.114 But, those concerned with surveillance note that surveillance is inherently discretionary115 and costly to those the government chooses to watch.116 Surveillance is inherently intrusive — it will encroach on subjective preferences for privacy, inhibit free expression, stigmatize, and increase the number of unwarranted police interventions.117 The cost of this intrusion raises the question of how law enforcement determines who will bear that cost.

Predictive policing provides one answer, but predictive policing with public transparency is the better answer. When algorithms work correctly, the costs of surveillance are borne by those the government has a basis to believe are more likely engage in criminal activity or those who have the greatest need for government protection. However, as shown by the MPD, algorithms are vulnerable to clerical mistakes or flawed methodologies that result in arbitrary predictions.118 This imposes the costs of surveillance arbitrarily across a community and removes the rational basis for those selected for greater surveillance.

113. Perry et al., supra note 4, at 2.
114. Joh, supra note 26, at 18–19 (claiming surveillance discretion has received little scholarship).
115. Id. at 15.
117. Id. But see Ana Viseu, Andrew Clement, & Jane Aspinall, Situating Privacy Online, 7 INFO., COMM., & SOC’Y 92 (arguing the classic “nothing to hide argument” that surveillance programs do not infringe on privacy unless the target is engaged in criminal activities).
Additionally, algorithms that are fed biased data will perpetuate that bias.\textsuperscript{119} Currently, certain communities are over-policed.\textsuperscript{120} In some forms, skewed data are a result of individual officer determinations, while in other forms, department-wide determinations skew results.\textsuperscript{121} The result is biased data reflecting disproportionate enforcement against lower-income communities and racial minorities.\textsuperscript{122} Predictive policing that uses these data for future predictions incorporates its old biases, perpetuating them.

As discussed above, even a flawed predictive policing algorithm benefits jurisdictions through deterrence. Every member of the jurisdiction benefits from these improvements, but the flawed algorithm imposes the cost of enforcement arbitrarily among only a few members of society. In effect, a few are selected without any basis for a tax in the form of increased surveillance that benefits the entire group. Even worse, biased data can lead low-income individuals and racial minorities to pay the cost for that community benefit.\textsuperscript{123}

One could respond that predictive policing could help to further entrench biased policing. A legitimating theory—quantitative analysis should replace policing discretion—deflects public scrutiny of law enforcement. The broken windows theory helped police justify cracking down on public nuisance crimes, and the ensuing attribution of decreases in crime to that theory further engrafted it.\textsuperscript{124} The same problem could arise where police use predictive algorithms to justify decisions if the public is unaware of its actual utility. Allowing successes to be wrongly attributed to predictive policing legitimates and builds the popularity of predictive policing models, making it harder to remove or change in the future. Biased policing in algorithms could outlive biased policing in other methods already recognized as flawed.

\textsuperscript{119} Joh, \textit{supra} note 26, at 30.

\textsuperscript{120} See generally Eric J. Miller, \textit{Role-Based Policing: Restraining Police Conduct “Outside the Legitimate Investigative Sphere”}, 94 Cal. L. Rev. 617 (2006) (arguing some communities are over-policed).


\textsuperscript{122} Miller, \textit{supra} note 120. But see Jeffrey Brantingham et al., \textit{Does Predictive Policing Lead to Biased Arrests? Results From a Randomized Controlled Trial}, 5 J. Stats. & Pub. Pol. 1, 5 (2017) (failing to reject their null hypothesis that the predictive policing technology increased racial bias in Los Angeles).

\textsuperscript{123} Id.

\textsuperscript{124} Samaha, \textit{supra} note 40, at 1620–32.
Transparency will allow external institutions to conduct audits and the public to pressure law enforcement to correct flawed algorithms. Combining this with my previous arguments, transparency doubles down on deterrence where algorithms are successful and fair. Where algorithms are not successful and fair, transparency provides a much-needed democratic check to ensure a fair law enforcement scheme. Despite the need for transparency with predictive policing, the current statutory scheme provides little opportunity to access the information.

IV. RESTRICTIONS ON PUBLIC ACCESS TO PREDICTIVE POLICING INFORMATION

The process of predictive policing creates information about the algorithm or code—the dataset input into those algorithms, the incorporation of predictive policing into existing law enforcement strategies, and the predictions themselves. In this section, I address the avenues and obstacles to obtaining access to each of those forms of information.

A. Open Records Laws

Although it may appear that the existence of open records laws would ensure transparency around predictive policing, the broad exceptions to these laws frustrate that purpose. Law enforcement has not traditionally shared vast amounts of internal data with the public. The incorporation of technology developed by private companies, including predictive policing algorithms, has further

125. There is, of course, always the possibility that the private company elects to voluntarily release information. This degree of disclosure may not be as complete, nor is it universal across the industry, but there are companies that have done it. Letter from Michael R. Gehrman, Assistant Corp. Counsel, to J. Ader (May 18, 2018) (on file with Muckrock, www.muckrock.com/foi/elgin-7770/foia-elgin-police-dept-predpol-documents-51858/#file-190433) (releasing information after a court battle began); CivicScape, GitHub (June 5, 2018), https://github.com/CivicScape/CivicScape (CivicScape released information about its technology); Josh Kaplan, Predictive Policing and the Long Road to Transparency, S. Side Weekly (July 12, 2017), https://southsideweekly.com/predictive-policing-long-road-transparency (Chicago released information regarding predictive policing results, but not the algorithm, after seven years of refusing to provide the information.).

126. See Friedman, supra note 64.
hindered transparency.\textsuperscript{127} When the public, whether non-government organizations or individuals, have wanted to check in on the actions of their government, they have traditionally turned to their statutory rights under open records laws.\textsuperscript{128}

FOIA, the federal open records law, makes government information available to private citizens upon request.\textsuperscript{129} The theoretical underpinning of the law is that access to "government information is a basic right of American citizens."\textsuperscript{130} Transparency provides the public the ability to scrutinize government actions and, thus, hold their government accountable.\textsuperscript{131} Given the rights-based notion of FOIA, records are made available regardless of purpose or motivation such that "even a person with only 'idle curiosity' may request disclosure of information."\textsuperscript{132}

While FOIA favors open access to government activity, it still balances the public's right against the interest of the government in keeping some information secret.\textsuperscript{133} The act has a number of exceptions for information pertaining to national defense, foreign policy, law enforcement, commercial trade secrets, and other categories of information that could cause harm to the government or other parties if shared with the general public.\textsuperscript{134} A substantial number of statutory guidelines and judicial decisions delineate the boundaries of each of these categories.\textsuperscript{135}

\begin{footnotesize}
\begin{enumerate}
\item[127.] See Chrysler Corp. v. Brown, 441 U.S. 281, 293 (1979) (recognizing a private sector interest in secrecy in the decision to not disclose information).
\item[128.] Several legislatures have expressly recognized the purpose of open records laws is to create transparency in government. 37A AM. JUR. 2D, Freedom of Information Acts § 2.; Cal. Gov. Code § 6250; 5 ILL. COMP. STAT. 140/1 to 140/2 (2010).
\item[129.] See, e.g., Renegotiation Bd. v. Bannercraft Clothing Co., 415 U.S. 1, 18 (1974) (recognizing the process by which FOIA achieves government transparency).
\item[131.] See 37A AM. JUR. 2D, Freedom of Information Acts § 1; ACLU v. U.S. Dept. of Justice, 750 F.3d 927 (D.C. Cir. 2014).
\item[133.] McKinley v. F.D.I.C., 744 F. Supp. 2d 128 (D.D.C. 2010), judgment aff’d, 647 F.3d 331 (D.C. Cir. 2011).
\item[134.] 37A AM. JUR. 2D, Freedom of Information Acts § 1.
\item[135.] See 5 U.S.C.A. § 552(b)(1) (West 2006) (providing the categories of FOIA exemption).
\end{enumerate}
\end{footnotesize}
The fact that predictive policing algorithms are privately-developed does not alone render FOIA inapplicable. Even government files originally created by private citizens often become subject to FOIA once in the possession of the government.\footnote{See U.S. Dept. of Justice v. Tax Analysts, 492 U.S. 136, 144 (1989) (articulating a two-part test for determining what constitutes an agency record).} For example, in \textit{TJS of New York, Inc. v. New York States Dept. of Taxation and Finance}, software sold to the government by a private contractor became a record of an agency. Upon a FOIA request, the court required the software shared with another private citizen over the objections of both the government agency and the government contractor.\footnote{TJS of N.Y., Inc. v. N.Y. State Dep’t of Taxation & Fin., 89 A.D.3d 239, 241 (2011) (ruling software acquired by the government subject to New York open records law).}

Although FOIA does not apply to data shared only with state and local governments, each of the fifty states and many cities have their own open records law. State open records laws are modeled on the federal law\footnote{See, e.g., ALA. CODE § 36-12-40 (1975). But see David L. Ganz, \textit{Open Public Records Act Litigation}, 128 AM. JURIS. TRIALS 495 (2017) (FOIA “imposes no affirmative obligation to unilaterally disclose information,” whereas state laws “permit or require disclosure by public authorities to the population as a whole.”).} and share the same transparency goals as FOIA. Given these similarities in language and purpose, courts draw on federal jurisprudence to interpret their state analogues.\footnote{See, e.g., Thomas v. Hall, 2012 Ark. 66, 399 S.W.3d 387 (2012); ACLU Found. of S. Cal. v. Superior Court of L.A. Cty., 186 Cal. Rptr. 3d 746 (Cal. Ct. App. 2d Dist. 2015); Cent. Fla. Reg’l Transp. Auth. v. Post-Newsweek Stations, Orlando, Inc., 157 So.3d 401 (Fla. 5th DCA 2015); Office of the Governor v. Davis, 122 A.3d 1185, 1191 (Pa. Commw. Ct. 2015); Predisik v. Spokane Sch. Dist. No. 81, 346 P.3d 737, 739 (Wash. 2015).} Case law on FOIA is thus especially persuasive precedent in state decisions, and courts often draw comparisons across jurisdictions. Therefore, I incorporate both federal and state decisions to illuminate the likely outcome of open records requests for predictive policing information. Despite the need for transparency, I expect that business information and law enforcement exceptions to FOIA disclosure will impair the potential for openness with predictive policing.


\footnote{TJS of N.Y., Inc. v. N.Y. State Dep’t of Taxation & Fin., 89 A.D.3d 239, 241 (2011) (ruling software acquired by the government subject to New York open records law).}

\footnote{Elizabeth O. Tomlinson, \textit{Litigation Under Freedom of Information Act}, 110 AM. JUR. TRIALS 367 (2017) (“FOIA is a federal act and as such, it does not apply to state or local governments.”).}

\footnote{See, e.g., ALA. CODE § 36-12-40 (1975). But see David L. Ganz, \textit{Open Public Records Act Litigation}, 128 AM. JURIS. TRIALS 495 (2017) (FOIA “imposes no affirmative obligation to unilaterally disclose information,” whereas state laws “permit or require disclosure by public authorities to the population as a whole.”).}


\footnote{Leahy, supra note 130 (“Because the state acts usually have been modeled on the Federal FOIA, courts draw on the federal counterpart for judicial construction and legislative history.”).}
B. The Business Information Exception

1. The Structure and Applications of the Exception

The business information exception to FOIA disclosure prevents required disclosures of certain business-related information.142 Commercial law protects company profits by allowing companies to keep trade secrets, a doctrine which also applies to trade secrets shared with the government.143 For example, the trade secrecy doctrine protects the design of privately developed voting machines.144

A number of non-physical assets fall under the category of trade secrets. The law protects business-related information if (i) there is economic value from the information not being generally known to other persons who could obtain economic value from its disclosure and (ii) there have been reasonable efforts to maintain its secrecy.145 The law protects company formulas, compilations, programs, devices, methods, and processes.146

Applying the law to the voting machine example, there exist company designs for the physical machine and information about how to keep votes safe from cyber-attacks. There also exists a system for tabulating votes entered on the machines. A voting machine company profits from protecting that information from competitors who might, for example, use it to undercut their government contracts or develop improved machinery. To avoid these situations, the company may use passwords on its computers, release info only on a “need to know” basis, require employees or purchasers to sign confidentiality agreements, or issue verbal instructions to those they work with not to reveal the information.147 As long as the voting machine company makes reasonable efforts to protect that

143. Restatement (First) of Torts § 757 cmt. B (Am. Law Inst. 1939) (describing trade secrets doctrine generally); see David S. Levine, Secrecy and Unaccountability: Trade Secrets in Our Public Infrastructure, 59 Fla. L. Rev. 135, 147 (2007) (describing the protection of trade secrets of the government under the same commercial doctrine applied to trade secrets held by private actors). The Freedom Of Information Act exception also protects matters that are “commercial or financial information obtained from a person and privileged or confidential.” 5 U.S.C.A. § 552(b)(4) (West 2016).
146. Id.
information, the trade secrets doctrine protects the company’s information from falling into the hands of potential competitors.148

Given its importance to private industry,149 the trade secrets doctrine has been incorporated into Exemption Four of FOIA, which protects “trade secrets and commercial or financial information obtained from a person [that is] privileged or confidential.”150 The exception technically covers two categories of information. The former provides protections under a more technical definition of trade secrets, while the latter builds upon the underlying policy of trade secrets doctrine to cover privileged and confidential commercial information generally. The “commercial or financial information” category is much broader and applies to “anything pertaining or relating to or dealing with commerce.”151

State law reflects FOIA and the federal courts’ interpretation of the exemption, including the protection of source codes as trade secrets.152 For example, Illinois includes trade secrets and commercial information in the same two distinct categories.153 On the whole, both federal and state open records laws allow the government, or a private contractor, to claim that an information request should be denied on IP grounds.

Ct. App. 1994); Fred’s Stores of Miss., Inc. v. M & H Drugs, Inc., 725 So. 2d 902 (Miss. 1998).


150. 5 U.S.C. § 552(b)(4) (West 2016); see also Critical Mass Energy Project v. Nuclear Regulatory Comm’n, 975 F.2d 871, 879 (D.C. Cir. 1992) (holding voluntary submission to the government did not waive trade secrecy rights and trade secrets must only satisfy any one prong of the FOIA exception). Was this holding that any one of the prongs is enough or was it one specific prong?


152. See generally Leahy, supra note 130 (describing structure of state open records laws). Source codes are simply the building blocks of any computer program. Maybe add a little bit of background on source codes or an example of when a source code could be treated as a trade secret.

153. See 5 ILL. COMP. STAT. 140/7(1)(g)(ii) (2018). Illinois strays from the structure of the federal law by leaving agencies discretion over whether to disclose some trade secrets and confidential information, whereas FOIA mandates secrecy. Id.
Business information exceptions extend to types of information similar to predictive policing algorithms. These exceptions have protected source codes, as well as computer software and proprietary technology. Also, they have protected the structuring and informational basis for these technologies, including predictive technologies. Proprietary technology provided Illinois law enforcement with the rationale to deny disclosure of the ten variables used in a predictive policing algorithm. There exists a substantial foundation in both federal and state court decisions for denying open records laws requests for information related to the IP of private government contractors. This foundation lays the groundwork for excluding predictive policing information from the public eye as well, styming critical public oversight efforts.

2. The Rationale for Extending the Business Information Exception to Predictive Policing

Courts could extend the business information exception to predictive policing, but such extension would be detrimental to the public’s ability to hold law enforcement accountable. In the next two sections, I explain how courts could arrive at the conclusion that predictive policing information should be kept secret before showing why that conclusion would be a mistake. Preventing the disclosure of information serves the interests of companies engaged in or likely to engage in contracts with the government. Because private companies currently sell predictive policing technology to the government, the same interests apply. Given the government’s emphasis on protections for small businesses, those commercial protections are arguably even more important for predictive policing companies, which are typically small. Because the disclosure of information may place American companies at a competitive dis-
advantage, there is a purely economic justification for the trade secrets exception. Predictive policing companies are a part of that economy, so the exception applies.

Protecting the IP of predictive policing companies helps to ensure law enforcement can continue to obtain the technology by incentivizing market participation. Recall that predictive policing can provide substantial benefits to police departments, but it can only provide those benefits if private companies continue to develop and sell the technologies. Removing the ability of predictive policing companies to turn a profit could result in smaller companies losing the support of venture capital investors or larger companies substituting more profitable products for their current predictive policing projects. Limitations on remedies further disincentivize investment. More likely than exiting the market, private companies will raise their prices to account for the increased risk of government contracting. This will result in larger outlays for the technology from law enforcement, greater opportunity costs, and fewer cities being able to afford the technology.

There is a final ramification of decreased expected profits that relates specifically to the market fragmentation of predictive policing. The available capital of small companies is more likely to limit the development of predictive algorithms than for large companies. Small companies can only design so sophisticated a model because they can only invest so much before making a sale. Decreasing IP protections for predictive policing companies en-


159. See Cohen, Nelson, & Walsh, supra note 149 (finding IP important for company innovation).


161. One such limitation on recovery is the inability to receive an injunction against the government for data disclosure. See 48 C.F.R. § 52.233-1. Another limitation is the doctrine of "waiver," which requires the government to reveal information it would otherwise keep secret because it previously disclosed the information. See Watkins v. U.S. Bureau of Customs & Border Prot., 643 F.3d 1189, 1198 (9th Cir. 2011).

162. See Mousavi & Kleiman, supra note 160 (suggesting companies may raise prices to account for unpredictable IP rights).

163. Cherry & Rogers, supra note 107.

164. The economic principles I discuss in this paragraph do not extend beyond the fundamentals and can be found in any introductory economics text. See e.g., N. Gregory Mankiw, Principles of Economics 272–73 (2012) (discussing how economies of scale for larger companies can increase efficiencies and free up capital).
hances the’ risk that they will start producing even less sophisticated models. The reduced protections incentivize smaller investments with faster returns. Less sophisticated models may not be inherently bad, but earlier I noted that many of the weaknesses of predictive policing relate to potential flaws in the models. A favorable economic environment, together with a demand for fairer models, could help start to resolve those concerns. Moreover, better models could promise greater effectiveness and efficiency in law enforcement, doubling down on the benefits of predictive policing.

In sum, limited IP protections weaken the market for the technology and potentially the quality of the technology itself. Because investments in predictive policing rely almost entirely on intellectual assets rather than physical assets, IP rights assume a determinative role in business decisions. With government contracting in predictive policing technology, the industry turns on the guarantee of these rights.

Even if there is a solid justification for strong IP concerns here, why do companies require secrecy to protect their IP? The trade secrets doctrine is not the only means of protection. Private companies could also rely on copyright or patent law. However, each of these measures is unlikely to satisfy many predictive policing investors, especially if the investment is a more sophisticated predictive algorithm.

IP rights present for private developers two additional hurdles. First, the rights attach automatically upon creation of the work, but protect “only the physical embodiment” not the “concepts or ideas underlying the work.” Much of what differentiates one predictive model from another are inventive variables and combinations of data. Even if a company does not copy another’s predictive model verbatim, copying the underlying ideas behind the model could undercut a company’s competitive advantage. Trade secrets, unlike copyrighted materials, do not require one to make “an exact or nearly exact copy of an algorithm or complication of information to

---


166. With both protections, private actors can only pursue damages in a suit against the government, not any injunctive relief. See Levine, supra note 145, at 178.

be liable . . . .”

Second, there are limits on copyright rights in government contracting. Government permission is often required both to copyright works first produced under a government contract and to include copyrighted work in deliverables to the government.

Like copyrights, patents also fail to protect the underlying ideas of the predictive algorithms. Patents have been filed for predictive policing and arguably provide more appropriate protections than copyrighting. Yet, patentees of predictive technology may still fear that their now public algorithms will be ripped off by competitors given the importance of discrete decisions and ideas within the models. Developers of predictive technology also face a difficult choice ex ante. If they obtain a public patent for their technology, they must indefinitely rely upon the patent for their protection because they are no longer able to argue that the technology is a trade secret. Trade secrets may be converted to patented material. Uncertainty of their future situation could drive predictive policing companies into the arms of trade secrecy law instead of patent law because doing so lends them the flexibility to change their mind and obtain a patent at a later date.

I am not arguing that these financial determinations are an adequate justification for keeping predictive policing secret. I am simply showing that the policy-focused FOIA determinations of courts could fit the algorithms under this exception of an open records law. Given the current situation of the predictive policing industry, private actors have the incentive to push for greater IP protections, and courts have a platform to recognize those interests. The current law provides both a committed advocate for secrecy and a legal ground from which to argue for that secrecy.

C. The Law Enforcement Exception

1. The Exception in General

Courts could also reduce transparency by fitting algorithms under law enforcement exceptions to open records laws. These exceptions protect “records compiled for law enforcement pur-

---

168. Michelle L. Evans, Establishing Liability for Misappropriation of Trade Secrets, 91 AM. JURIS. PROOF OF FACTS 3d 95 (2017) (referencing RESTATEMENT (FIRST) OF TORTS § 757 (AM. LAW INST. 1939)).
169. FAR 52.227-14
171. Dix et al., supra note 165, at 13–14.
172. Id.
poses.” The exceptions define law enforcement broadly to include everything from surveillance tactics to immigration enforcement techniques and strategies to uncover tax fraud. The underlying theme that connects these categories is an intent to enforce a law or regulation, and courts have denied the exception for any other purpose, pretextual rationale, or improper use. The law remains grounded in the advancement of law enforcement, and so most circuits apply less exacting standards when considering exemptions for police departments than when considering the same exemptions for other agencies.

A number of judicial and statutory limitations help to define the scope of law enforcement exceptions and capture their purpose. Statutes contain specific limitations on what constitutes a law enforcement purpose, and courts balance law enforcement justifications against public interests in disclosure. Although the numbering and language of statutes vary, most hew closely to the limits provided in FOIA. Sections 7(C) and 7(E) of the federal statute allow exemption under the law enforcement rule when the production of “. . . law enforcement records or information . . . (C) could reasonably be expected to constitute an unwarranted invasion of personal privacy, . . . (E) would disclose techniques and procedures for law enforcement investigations or prosecutions, or would disclose guidelines for law enforcement investigations or prosecutions if such disclosure could reasonably be expected to risk circumvention of the law . . .”

7C protects personal information that law enforcement gathers and uses for legitimate purposes. 7E addresses information about the law enforcement strategies themselves. Although state codes may change the formatting, they generally reflect the same protec-

173. 5 U.S.C. § 552(b)(7)(A); Jordan v. U.S. Dep’t of Justice, 668 F.3d 1188 (10th Cir. 2011).
175. Id.
179. 5 U.S.C. A. § 552(b)(7) (2000). These are only two sections of several other possible law enforcement sections. I only mention these two because they are the exceptions most directly applicable to predictive policing.
tive goals. The limits to the FOIA law enforcement exception demonstrate the statute’s commitment to ensuring an enforcement purpose. Courts further respect that purpose by limiting the exception temporally — the exception only applies so long as there is an active law enforcement proceeding or investigation that demands secrecy.180

2. The Exception’s Applicability to Predictive Policing

Both 7C and 7E could apply to predictive policing. Exception 7C may apply to predictive policing because the algorithms generate data specific to individuals. Protection of personal information includes not just big data information like addresses, credit scores, incomes, and such, but also an individual’s status as a target for additional surveillance. In *Union Leader Corp. v. U.S. Department of Homeland Security*, the Court prevented disclosure of a list of names because doing so would reveal the characteristics that put an individual on the list and the surveillance consequences for those individuals.181 The court determined that the traits that merit police suspicion also merited privacy. To the extent that predictive policing can generate lists of individuals likely to be involved with crime, *Union Leader Corp.* would justify secrecy with the outputs of individual-based algorithms. Even if the determinative variables are harder to isolate with predictive policing than normal strategies, the stigmatizing impact from mere association with any law enforcement investigation constitutes a ground for applying Exception 7C.182

Although less apparent than individual-based predictions, an argument also exists for concealing information related to location-based predictive policing. Revealing location-based predictions may in effect disclose individuals or businesses residing within that location. The emphasis on stigmatization from *Union Leader Corp.* further this argument. For example, a business located within an area that an algorithm predicts will see more violent crime will understandably receive less business after that prediction is made public through a FOIA request. The argument that location-based predic-

---

180. Citizens for Responsibility & Ethics in Washington v. U.S. Dep’t of Justice, 746 F.3d 1082, 1097 (D.C. Cir. 2014) (“Exception 7(A) is temporal in nature.”).

181. See *Union Leader Corp. v. U.S. Dep’t of Homeland Sec.*, 749 F.3d 45, 51–53 (1st Cir. 2014).

182. Shapiro v. U.S. Dep’t of Justice, 34 F. Supp. 3d 89, 95–97 (D.D.C. 2014) (“Exemption 7(C) recognizes that the stigma of being associated with any law enforcement investigation affords broad privacy rights to those who are connected in any way . . .”). Also note, individual-based arguments could also apply to targeted organizations, businesses, or advocacy groups.
tions can still embarrass, stigmatize, and expose to public scrutiny members of the community has particular application to precise predictive technologies that can make predictions as narrow as a 400 x 400 foot square.\footnote{Perry \textit{et al.}, supra note 4, at 65 (explaining how precise algorithms predictions can be).} Personal information concerns help to protect the inputs and outputs of algorithms from the disclosure under open records laws.

Exception 7E could serve to protect the algorithms themselves. Strategy exceptions can justify not disclosing information that may reach investigatory targets, but those justifications evaporate once the prediction-based surveillance ends and a new prediction takes its place. Because the same algorithm is used in current and future predictions, transparency before the surveillance or investigation ends provides criminals the means to figure out what the models will predict and circumvent law enforcement. Therefore, the predictions themselves have a limited lifespan of protection under 7E, while the algorithms and computational methods have an indefinite lifespan under 7E.\footnote{\textit{7E protects techniques and procedures for law enforcement, which would include predictive policing techniques and the strategies implementing it. 7E also protects guidelines where transparency would risk circumvention of the law. Guidelines on how to determine resource allocation under predictive policing would fit under this second clause.}}

The burden of proof placed on the government is easily met, which simplifies the task of keeping algorithms secret. The government need not prove disclosure \textit{will} allow circumvention of the law, only that it \textit{risks} circumvention.\footnote{5 U.S.C.A. § 552(b) (7)(E) (West 2016).} In addition, the exception’s broad language encompasses many law enforcement records. Guidelines include any “means by which agencies allocate resources for law enforcement investigations.” Techniques and procedures include “the means by which agencies conduct investigations.”\footnote{Tomlinson, supra note 138.} Between these two categories, protections extend as far as law enforcement manuals, policy guidance documents, settlement guidelines, monographs, and emergency plans.\footnote{Id.}

Precedent benefits agencies attempting to fit predictive policing algorithms under exceptions to protect law enforcement goals. The algorithms help determine the distribution of officers and constitute a procedure through which agencies conduct investigations. Moreover, precedent suggests investigations within the meaning of the FOIA exception need not be suspicion-based, which means pre-
dictive algorithms are protected even though they are generally used at the surveillance stage of law enforcement action. In *American Civil Liberties Union of New Jersey v. FBI*, an FBI racial mapping initiative was exempted because revealing the distribution of future surveillance efforts would interfere with later enforcement proceedings and reveal the targets of those efforts. Similarly, in *Showing Animals Respect and Kindness v. U.S. Department of the Interior*, documents on surveillance equipment used to locate and time potential poachers was exempted because it risked circumvention. These decisions lend credence to the idea that efforts to determine where to focus future surveillance can receive protection through exemption. The broad scope of this provision provides ample room for placing new law enforcement devices under its wing and preventing public oversight.

Additional grounding for the inclusion of predictive policing under Exception 7E comes from prior decisions including similar technologies. Previous cases have recognized the ability to exempt information on drones and drone use in surveillance measures from open records actions. Proponents of secrecy can argue that revealing information about advanced technologies defeats law enforcement’s ability to stay one step ahead of criminals and criminal organizations. Such arguments have successfully exempted information systems and computer systems used for tracking movements of criminal activity, as well. Unfortunately for transparency advocates, a sophisticated predictive algorithm would also likely fall within these exemptions.
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189. Electr. Privacy Info. Ctr. v. Customs & Border Prot., 160 F. Supp. 3d 354, 261 (D.D.C. 2016) (granting in part and denying in part a FOIA request because the drone information could fit within Exemption 7(E) but the agency failed to provide sufficient justification for why the Exemption should apply in that particular case); Citizens for Responsibility & Ethics in Washington v. U.S. Dep’t of Justice, 746 F.3d 1082, 1092 (D.C. Cir. 2014) (finding for the plaintiff on similar grounds).


3. Reasonably Segregable Exception

Even where courts rule some information about predictive policing may be disclosed without risking circumvention of the law or invasions of personal privacy, the "reasonably segregable" requirement protects the rest of the information. Written into FOIA and state open records laws, the reasonably segregable requirement requires agencies to disclose portions of the record that do not fall within an exception when they can be separated from the rest of that record.192 This means the public can gain access to some information that might otherwise be exempted, but also that courts avoid tough decisions for full disclosure by allowing partial disclosures. With as complicated a tool as predictive policing, partial disclosures will likely fail to provide sufficient insight to really understand how the models are operating within law enforcement.193 Likewise, courts can require agencies to disclose techniques in only general terms without any specifics,194 again making it difficult to complete a rigorous analysis of the predictive technology and its use. Partial disclosures have made external audits and accountability difficult in the context of other sophisticated law enforcement tools and would also allow only a shallow analysis of predictive policing.195

Over the last several decades, police departments have developed a culture of silence, preferring to keep information secret rather than disclose it to the public.196 In the context of FOIA, even law enforcement agencies that favor transparency with predictive policing have incentives to deny open records requests and fight court orders. First, "voluntary disclosure in one situation can preclude later claims that records are exempt from release to someone

192. Tomlinson, supra note 138.
194. Tomlinson, supra note 138.
195. See supra pp. 23–25.
A law enforcement agency may feel completely comfortable revealing predictive policing information to the ACLU with the understanding that an external review may improve legitimacy and effectiveness. However, the agency will not have the same positive effect for suspected members of criminal organizations, but still find itself bound to disclosure because of its previous cooperation with the ACLU’s request. Second, FOIA decisions create precedent for future disclosure or non-disclosure. With courts comparing technologies in FOIA decisions, police departments that put up little fight to the disclosure of predictive policing force themselves into a much greater conflict over the disclosure of the next big thing in policing, whatever it may be. Departments fear negative precedent for requests for predictive technology requests, as well as requests for whatever the next big thing in policing becomes.

Concerns over evasion of the law lends law enforcement a strong argument for fitting predictive policing information under the current exception. Predictive technologies are designed to help police departments determine where to send officers. If the public knows how those predictions are made, then criminal organizations can avoid those locations. Ensuring law enforcement can continue to function effectively is part of the rationale for balancing tests and the litany of complicated exceptions. Pure transparency is unlikely in this context, as experience with previous technologies demonstrates below.

D. The Unlikelihood of Accessing Predictive Policing Information

The public’s difficulty getting information with Stingrays exemplifies the quintessential problems the public will face getting information about predictive policing. Stingray technology allows police to track individuals by tracking the movement of their cellphones. The cellphones ping off of cell towers installed with the stingray technology. Illinois law enforcement used Stingrays for years without the public being fully aware of that use. The Stingray story did eventually break, and attorneys applied for information under the state open records law. They waited for a response from law enforcement for months. Ultimately law enforcement delivered the information, but the documents were so heavily redacted much of the attorneys’ inquiries could not be answered. Meanwhile, police had begun to use the Stingrays to track protestors of the po-

---

198. Pell & Soghoian, supra note 193, at 34–39. My information about the stingray technology and this story come from the article by Pell & Soghoian.
Transparency was slow and half-hearted, and because of that fact, accountability was negligible.

Receiving information about predictive policing will likely be more difficult. Unlike Stingrays, where the concern is the implementation of the technology (for example, tracking police protestors), predictive policing raises concerns about the design of the technology. Predictive policing also presents a much more complex question. Information exists about inputs, algorithms, outputs, and implementation. Each of those steps involves a point where the public could demand public accountability and oversight. The number of steps also presents more opportunities for information to fall into an exception to open records laws. The complexity of predictive policing also makes it more difficult to know what to request from law enforcement. Asking: “Are you using Stingrays and for what purpose?” opens and closes the discussion. That same question is just a starting point with predictive policing, for the strategy also includes questions about algorithm design, inputs, and beyond.

In sum, the current legal framework provides little opportunity for substantial transparency with predictive policing. Executive agencies, the judiciary, and the legislature have each proven themselves mediocre conduits of law enforcement information to the public. More importantly, relying on any government institution perpetuates the problems inherent in government-citizen informational gaps. Organizations, like civilian review boards, may better convey that information to the public and alleviate legitimacy concerns about creating an inner-circle of politicians and bureaucrats in the know. However, civilian review boards have yet to catch on, so the public’s primary opportunity for predictive policing information remains open records laws. Without transparency, there is little
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opportunity for oversight over this new, rapidly evolving technology.

CONCLUSION

Transparency has long been extolled as a requisite and virtue of democracy. Predictive policing’s unique characteristics emphasize this need for transparency. Despite this heightened need, the momentum behind open records laws may sweep predictive policing under confidential business information and law enforcement exceptions. In this gap between normative ideals and positive expectations, exists an opportunity for practitioners to distinguish the unique need for transparency with predictive policing from other law enforcement methods. Establishing that precedent now lays a foundation for similar arguments in the continuously developing field of predictive analytics. While practitioners work to distinguish predictive policing to help craft precedent favoring transparency, lawmakers should turn their focus to how the language of open records laws fails to differentiate among technologies and consider creating exceptions for novel police technologies like predictive policing.

While total transparency may not be feasible with predictive policing, drawing the line with too blunt a tool threatens to leave the public in the dark about the realities of this new tactic. Given the growing coordination between the public and private sectors in areas like law enforcement, the increasing reliance on sophisticated technology, and disparities in information about those technologies, the challenge to transparency has grown more complex and the need for transparency more acute. Predictive policing demonstrates why attorneys cannot concede that difficult battle.